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Abstract

A three-dimensional Navier—Stokes code has been used to compute the heat transfer coefficient on a film-cooled,
rotating turbine blade. The blade chosen is the ACE rotor with five rows containing 93 film cooling holes covering the
entire span. This is the only film-cooled rotating blade over which experimental data is available for comparison. Over
2.278 million grid points are used to compute the flow over the blade including the tip clearance region, using Wilcox’s
k—w model, Coakley’s ¢—w model, and the zero-equation Baldwin—Lomax (B-L) model. A reasonably good comparison
with the experimental data is obtained on the suction surface for all the turbulence models. At the leading edge, the
B-L model yields a better comparison than the two-equation models. On the pressure surface, however, the comparison
between the experimental data and the prediction from the k—® model is much better than from the other two models.
Overall, the k—» model provides the best comparison with the experimental data. However, the two-equation models
require at least 40% more computational resources than the B-L model. © 1998 Elsevier Science Ltd. All rights reserved.

Nomenclature S =s/s, on suction surface, and = —s/s,, on pressure
B, blowing parameter [= (p.V.)/{p.(RT,)"*}] surface

¢, axial chord of the blade T temperature

Cp discharge coefficient for the hole Tu turbulence intensity

C, specific heat at constant pressure u, v, w absolute velocity components in the Cartesian

d coolant hole diameter

e total energy

H specific total enthalpy

J Jacobian of the coordinate transformation

k turbulence kinetic energy

k,, gas thermal conductivity at the blade temperature
[ turbulence length scale

M Mach number

Nu  Nusselt number based on ¢,, (T,q—T,) and k,
p pressure

Pr Prandtl number

¢ square root of turbulence kinetic energy

rradial coordinate

R gas constant

Re Reynolds number

s distance from the leading edge along the pressure or
suction surface

* Corresponding author. E-mail: vijay.garg@lerc.nasa.gov

coordinate system

U, V, W contravariant velocity components

V. average coolant velocity at the hole exit

(x,y,z) Cartesian coordinate system with origin at the
geometric stagnation point, and z coordinate along the
span

y* distance in wall coordinates off the blade surface
z* distance in wall coordinates off the hub or off the
shroud.

Greek symbols

y ratio of specific heats

Ay distance (from the wall) of the first point off the
wall

¢ turbulence dissipation rate

U viscosity

v kinematic viscosity

p density

o specific turbulence dissipation rate (= ¢/k)

(&,1,0) curvilinear coordinate system with ¢ wrapping
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around the blade, n running blade-to-blade, and { run-
ning spanwise

2 vorticity
Q rotational speed of the blade.

Subscripts

¢ for coolant (average value)
ef effective value

ex value at exit of rotor

in value at inlet

,i derivative with respect to i-direction coordinate.
! laminar

m maximum value

o stagnation value

rel value relative to the rotor
T turbulent value

w value at wall

1. Introduction

The search for better performance of gas turbine
engines has led to higher turbine inlet temperatures. Mod-
ern gas turbine engines are designed to operate at inlet
temperatures of 1800-2000 K, which are far beyond the
allowable metal temperatures. Under these conditions,
the turbine blades need to be cooled in order to ensure a
reasonable lifetime. This calls for an efficient cooling
system. Discrete jet film cooling is one of the techniques
used to protect the blades and endwalls that are thermally
exposed. Since the injected cooler air is bled directly from
the compressor before it passes through the combustion
chamber, the best compromise between admissible metal
temperature and aerodynamic efficiency becomes a major
objective in cooled turbine blade design.

A considerable effort has been devoted to under-
standing the coolant film behavior and its interaction
with the mainstream flow. The film cooling performance
is influenced by the wall curvature, three-dimensional
external flow structure, free-stream turbulence, com-
pressibility, flow unsteadiness, the hole size, shape and
location, and the angle of injection. Many studies on
film cooling have been confined to simple geometries,
for example, two-dimensional flat and curved plates in
steady, incompressible flow. An excellent survey of the
work up to 1971 has been provided by Goldstein [1].
While several further studies in this field have been sum-
marized by Garg and Gaugler [2-4], some relevant ones
are discussed here.

Among the approaches to the prediction of film cooling
performance, one is to model the penetration, spreading
and entrainment of the main flow by the coolant jets from
the discrete holes. These interaction models have been
incorporated into boundary layer codes [5—7] or into two-
dimensional Navier—Stokes code [8]. In another
approach, Garg and Gaugler [2-4, 9, 10] used a three-

dimensional Navier—Stokes code with surface injection
to model the film cooling performance around the C3X
vane, and the VKI and ACE rotor cascades, while Garg
[11], and Garg and Abhari [12] analyzed film-cooled
rotating blades, specifically the UTRC rotor and the ACE
rotor. In this approach, similar to the present technique,
the film holes are modeled by adding, as a boundary
condition, the appropriate amount of mass, momentum
and energy flux distribution at the discrete location of
the film holes. They compared the predictions to the
experimental measurements on these cascades and ro-
tating blades, and found a fairly good agreement using
the B-L model. The computational results clearly illus-
trated the three-dimensionality of the flow in the near
hole region. Recently, Garg and Ameri [13] compared
the heat transfer coefficient on the C3X vane and VKI
rotor using the B-L and three two-equation turbulence
models with the experimental data.

Choi [14] also used a three-dimensional code to predict
the flow and the surface heat transfer around a section
of the ACE turbine blade. The computational grid was
extended into the film holes to model the elliptic nature
of the flow at the film hole exit plane. In order to minimize
the size of the computational grid and the associated
computational resource requirements, Choi only mod-
eled a section of the blade which in the span-wise direc-
tion covered one half of a film hole pitch with span-
wise periodic boundary conditions. Such a reduction in
computational span is possible, however, for a linear
cascade only, and was also used by Garg and Gaugler
[2-4, 9, 10], and by Garg and Ameri [13]. For a rotating
blade, the entire span needs to be discretized in order to
model correctly the rotational body forces.

Only three experimental measurements of film cooling
on rotating turbine blades are available [15-17]. All three
studies concluded that film cooling on the suction surface
provides good surface protection, while on the pressure
surface the results are mixed. The measurement database
of Abhari [16] provides the experimental results for the
present numerical study.

The goal of the present study is to predict the heat
transfer on a rotating film-cooled blade using different
turbulence models, and compare the predictions with the
experimental data of Abhari [16] on the ACE turbine
rotor. A number of operating conditions with film coo-
ling were simulated using the B-L, k—» and ¢-o tur-
bulence models, and the predicted results compared to
the experimental data. These comparisons combined with
observations from the surface heat loads on the blade are
used to evaluate the various turbulence models for the
film cooling of rotor blades.

2. Analysis

The three-dimensional Navier—Stokes code of Arnone
[18] for the analysis of turbomachinery flows was modi-
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fied by Garg and Gaugler [3] to include film cooling
effects. Briefly, the code is an explicit, multigrid, cell-
centered, finite volume code. The Navier—Stokes equa-
tions in a rotating Cartesian coordinate system are
mapped onto a general body-fitted (£,#,({) coordinate
system using standard techniques. The governing equa-
tions are:

0,(J'Q)+0:E+0,F+0.G = 0:Ep+0,Fy+0.Gy+1

ey
where
p pU
pu puU+<E.p
Q= |pv|, E=J"| ppU+&p |,
pw pwU+Cop
p0 pHU—¢p
oV oW
puV+n.p puW+C.p
F=J"'"|poV+uyp |, G=J"'| ppW+{p
pwV+n.p pwW+{.p
pHV —n.p pHW—{p
I=Q0 0 pw —pv 0] )

The contravariant velocity components in equation (2)
are

U=¢+Eut+éo+lw, V=n+nut+no+n.w,

W="{+lu+{v+{w 3)
and the metric terms are defined by
o G
& om &
&om G
YnZe—Ve2y  VeZe—VeZp  VeZy—VyZe

=J| Xz, — X2t  XeZy—XeZp  XyZe—XeZ,

xr/yl _xiyr/ xlyi _xin xiyn _xr/yi

SG=—x&—yé—zl, n=—xn—ym,—zIn.
L=—xl—nl—zl, x,=0, y=-Qz z=Q
“4)
where the Jacobian is given by
J = (X Ze + XYz + X,V Ze — Xe Yoz,
=X veze—=xXepze) e (5)
The viscous flux term, E,, is given by
0
CiTan T & Ty + .70
Ey=J"" | &aptén, + L, (6)

G+ 8T+ 4T
é,\'ﬁ,‘( + év\'ﬁ)' + é:ﬁ:

with Fy and Gy obtained from Ey by replacing & by n and
{, respectively, and where

T = 2puty+ A v, F02),

T, = 200, +A(u,+v,+w,),

T, =2uw. + A, +ou,+w.),

Ty = T = i), T = T= A,

Ty =Ty = p.+w,), B =ut tot, +wr.+kT,,

B, = ut, +vt,, +wr,. +kT,,

p.=wut. 4ot +wr +kT.. 7

The Cartesian derivatives in equation (7) are expressed,
using the chain rule, as

U, = é,‘cui + nxun + C\‘u;' (8)

According to Stokes’ hypothesis, / is taken to be —2u/3.

The equations are non-dimensionalized by the inlet
total density p,, the blade axial chord as the characteristic
length, and (RT,)'” as the characteristic velocity. It is
assumed that the effective viscosity for turbulent flows
can be written as

Her = M+ Uy ©

where the laminar viscosity g is calculated using Suther-
land’s law [19]. The turbulent viscosity ur is computed
using the two-equation models as described below. Also,
the effective thermal conductivity is taken to be

ket = Cyl(w/Pr)i+ (u/Pr)r]. (10)

The multistage Runge—Kutta scheme developed by
Jameson et al. [20] is used to advance the flow solution
in time from an initial guess to the steady state. To accel-
erate convergence the code employs the Full Approxi-
mation Storage (FAS) multigrid method originally
devised by Brandt [21] and Jameson [22]. Variable
coefficient implicit smoothing of the residuals is per-
formed to improve further the rate of convergence. A
three-dimensional extension of eigenvalue scaling of the
artificial dissipation terms, first devised by Martinelli
[23], was adopted to prevent odd—even decoupling and
to capture shocks. A spatially varying time step along
with a Courant—Friedrichs—Levy (CFL) number of four
was used to speed convergence to the steady state.

2.1. Turbulence models

Turbulence was modeled using two low-Reynolds
number two-equation models. Transition to turbulence
is automatically mimicked by such models. Wilcox’s k—
o and Coakley’s ¢—w models were selected for com-
parison with the experimental data, and with the
algebraic mixing length turbulence model of Baldwin and
Lomax [24]. The general formulation for the two-equa-
tion models can be written as

(pé'i),,—‘,-(psiu/._’_q”)’f = H,
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qy; = —(u+pr/Pr)s;;, i=12. (11)
For Coakley’s g—w model [25], the variables s, and s, are
S1=¢, S =0, Ur= Cquqz/w~ (12)
The source terms in the model equations are
H, = %[C#DS/wfgﬁfw]pq
H,=[C,(C,S/w—-2/33) - C,olpw. (13)

The strain rate invariant S, and the divergence of the
velocity 3, appearing in equation (13) are

S = (ui,j+uj,i_géi/uk,k)ui,/v 3 = . (14)
Following Menter [26], however, it was found that taking
S to be the square of vorticity yielded better convergence

characteristics and surface heat transfer results. D is a
damping function defined as

D =1—exp(—aR), R=qylv
and
pPr,=10, Pr,=13, C,=0.09

C, =0.405D+0.045, C, =0.92, o =0.0065.
For Wilcox’s k—w model [27], the variables s, and s, are
si=k, s, =0, pr=o*pklo.
With Menter’s modifications [26], the source terms in the

model equations are

H, = yyB* —33pk — B*pkw

3
H, = o(urE? [k—33p)o—Bpe’ (15)
where Z is the vorticity. The coefficients appearing in the
model are
Pr. = Pr, =2, p=23/40,
p* = 0.09F;, o =(5/9)(F,/F,)

Fo 5/18+ (Rer/Ry)* _ %+ Rer/R,
S 14 (Rer/R)* 7 1+Rer/R,
Foo gt o ST Rer/Ry Pk

: 1+ Rer/R;° er= Uw
a0y =0.1, af=0.025 R;=38,
R, =27, R, =6. (16)

Use of y* in damping functions is proper for attached
wall flows; it is not very meaningful once the flow separ-
ates. The k—» model obviates this problem by dispensing
with the use of y*, calculation of which can be tedious
for a three-dimensional problem specially when using a
multi-block code.

The turbulence model equations were incorporated
into the code and solved explicitly along with the flow
equations, following Ameri and Arnone [28, 29]. No
fourth-order dissipation terms were needed for the tur-
bulence model equations. Variable coefficient implicit
residual smoothing was adapted to the model equations
as well by setting up the coefficients using the eigenvalues
of the model equations. This along with proper lin-

earization of the source terms in the model equations and
implicit solution for k or ¢ and w allowed the use of
CFL =2 for the turbulence model equations while
CFL = 4 for the flow equations.

2.2. Boundary conditions

At the inflow boundary, the total temperature, total
pressure, whirl and meridional flow angle are specified,
and the upstream-running Riemann invariant based on
the total absolute velocity is calculated at the first interior
point and extrapolated to the inlet. The velocity com-
ponents are then decoupled algebraically, and the density
is found from total temperature, total pressure and total
velocity using an isentropic relation. For the turbulence
model, the value of k or ¢ and w is specified using the
experimental conditions, namely

g =K"= /15u,Tu,, o=qll=k"/l

where Tu;, is the intensity of turbulence at the inlet (taken
to be 0.15 as the NGVs precede the rotor), u, is the inlet
velocity, and / is the turbulence length scale representing
the size of the energy containing eddies. This length scale
is usually not reported as part of the experimental con-
ditions, and needs to be assumed. For the present study,
/ was assumed to be 5% of the blade axial chord. Garg
and Ameri [13] report that using Chien’s k—& model and
changing / to 0.01 or 0.25 for the C3X vane resulted in
negligible difference in the heat transfer coefficient at
the blade surface as compared to that for / = 0.05. It is
reasonable to assume that similar results would hold for
the ACE rotor using the k—w or ¢—» model.

At the exit, the hub static pressure is specified and the
density and velocity components are extrapolated from
the interior. The local static pressure is found by inte-
grating the axisymmetric radial equilibrium equation.
Periodic flow conditions in terms of cylindrical velocity
components are set on a dummy grid line outside the
boundary. At the solid surfaces (the hub, the shroud and
the rotating blade), the no-slip condition is enforced.
The boundary conditions for turbulence quantities on
the walls are k = ¢ = 0. For the ¢—w model, dw/dn = 0
at the wall, while for the k&~ model,

1002

= ou

|

for a hydraulically smooth surface. An upper limit is
imposed on the value of w at the wall, as suggested by
Menter [26] and found effective by Chima [30],

800 v
Re (A

The experimental values for the blade temperature
were known at only 25 points on the blade surface, while

the computational grid had over 38000 grid points on
the blade surface. Thus, in the absence of a complete

(wmax ) wall =
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surface temperature map, the blade surface was con-
sidered isothermal. The largest experimental variations
in the blade surface temperature relative to the mean
were as much as 12-20% of the temperature difference,
Tor— Ty, used to compute the Nusselt number. The hub
and shroud surfaces were also considered isothermal and
assumed to be at the same temperature as the blade.
Based upon an estimate obtained from a streamline cur-
vature prediction, the boundary layer thickness on the
hub and shroud was taken to be 10 and 15% of span,
respectively, for the incoming flow to the rotor. The vena
contracta of each hole was accounted for by reducing
the actual hole exit area by the values of the estimated
discharge coefficient, Cp,, reported in Table 1.

The effects of film cooling have been incorporated into
the code in the form of appropriate boundary conditions
at the hole locations on the blade surface. Each hole exit
is represented by several control volumes having a total
area equal to the area of the hole exit, and passing the
same coolant mass flow, with the discharge coefficient
for the hole having been taken into account. Different
velocity and temperature profiles for the injected gas can
be specified at the hole exit. For the cases reported here,
uniform distribution of the coolant velocity (relative to
the blade), temperature, turbulence intensity and length
scale at the hole exit was specified. We may point out
that using the Baldwin—Lomax model, Garg and Abhari
[12] report that a polynomial distribution of coolant vel-
ocity and temperature at the exit of the double-row of
holes on the pressure surface did not produce any
appreciable difference in the Nusselt number values on
the pressure surface. Turbulence intensity at the hole exit
was assumed to be 0.12, while the turbulence length scale
at the hole exit was taken to be 0.1d in the absence of
any experimental data for these quantities. It was found,
however, that changing 7u to 0.06 and/or / to 0.5d at the
hole exit resulted in a negligible change in the heat trans-
fer coefficient at the blade surface, except in the immedi-
ate vicinity of the holes.

Table 1
Hole characteristics

3. ACE rotor and experimental details

The Rolls—Royce ACE high pressure transonic turbine
model was the test object on which film cooling data were
taken in the short duration (0.3 s measurement time),
blowdown, rotating turbine rig facility at M.I.T. by
Abhari [16]. In this facility, it is possible to simulate full
engine scale Reynolds number, Mach number, Prandtl
number, gas to wall and coolant to mainstream tem-
perature ratios, specific heat ratios and flow geometry
while operating under benign operating conditions. A
mixture of argon and freon-12 was used for the main
flow while a mixture of argon and freon-14 was used as
the coolant in order to prevent condensation at the low
temperatures and high pressures of the coolant supply
system. Values of the gas constant and specific heat ratios
for the mainstream and coolant flows are given in Tables
2 and 3.

The ACE turbine geometry and cooling arrangement
are shown schematically in Fig. 1. This turbine had a
551.2 mm rotor diameter with 36 nozzle guide vanes
(NGVs) and 61 rotor blades. The rotor blades had an
axial chord of 26.1 mm, and five film cooling rows con-
taining 93 holes. For the cooled rotor tests, thin walled
NGVs were used with slot injection near the pressure
surface trailing edge sized to pass the flow of a fully
cooled NGV. Three instrumented and six other solid

Table 2
Main flow parameters

Case p, [kPa] T, [K] pe[kPa] Q[rpm] T, [K] 7

71 450.0 486.0 117.537 7087 321.3  1.246
72 460.0 490.0 128.683 5610 325.0 1.255
73 351.0 417.0 92.206 6330 310.0  1.276

R=1251Jkg 'K~

Estimated discharge coefficient, Cp,

Stream-
Hub for case Mid-span for case Tip for case wise

angle No of
Hole-row 71 72 73 71 72 73 71 72 73 (deg) Hole-shape holes
PS1 0.52  0.63 0.57 0.64 0.66 0.64 0.63 0.67 0.66 60 Cylinder 18
PS21 0.50 0.63 0.62 0.62 0.64 0.64 0.60 0.65 0.65 30 Cylinder 19
PS22 0.56 0.63 0.61 0.62 0.64 0.63 0.64 0.65 0.64 30 Cylinder 18
SS1 0.52 0.37 0.52 0.59 045 0.56 0.62 0.56 0.61 30 D-shape 18
SS2 048 048 048 039 039 0.39 046 0.46 0.46 30 Cylinder 20

Hole diameter = 0.5 mm; spanwise pitch = 2 mm; spanwise angle = 90°
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Table 3
Coolant flow parameters

Poa [kPa]
To.rel
Case 7. K] Hub Mid-span Tip
71 1.406  222.5 241.761 255.238 262.229
72 1.405 2245 258.683  268.410 275.503
73 1.406 2229 194.645 204.373 212.276

R.=1585Tkg ' K~

Fig. 1. ACE turbine geometry and cooling arrangement.

aluminum rotor blades were drilled out for two radially
positioned coolant supply plenums; the other 52 rotor
blades were of steel shell construction. The coolant film
hole internal diameter was 0.5 mm, and length to diam-
eter ratio was large (>20) for all holes. All rows had
circular exit areas except for the first row (SS1) on the
suction surface which was D-shaped. The cooling con-
figuration consisted of: (a) one 30° single row (SS1) of 18
D-shaped holes (fanned at 25° half angle in the spanwise
direction with an exit width of 1.25 mm) at about 20%
surface length on the suction surface; (b) one 30° single
row (SS2) of 20 round holes at about 70% surface length
on the suction surface; (c) one 60° single row (PS1) of 18
holes at about 25% surface length on the pressure surface;
and (d) one 30° double row of 19 (PS21) and 18 (PS22)
staggered holes, with a chordwise spacing of 2 mm, at
about 50% surface length on the pressure surface. All
holes were drilled at 90° from the radial direction. More

details in terms of estimated discharge coefficient for the
holes are available in Table 1. Figure 2 shows a small
portion of the unfolded part of the blade containing the
holes. The ordinate in Fig. 2 denotes the distance along
the blade surface in the spanwise direction, while the
abscissa denotes the distance, measured from the leading
edge, along the blade surface in the streamwise direction,
both normalized by the hole diameter, d. The shape and
orientation of the hole openings in Fig. 2 is a direct
consequence of the angles the holes make with the
streamwise direction.

The heat flux from the free-stream to the blade was
measured with thin film heat flux gauges distributed
about the blade profile. These transducers are 25 um
thick with a rectangular sensing area (1.0 x 1.3 mm),
oriented such that the longest dimension is in the chord-
wise direction. The coolant hole and heat flux gauge
locations are shown in Fig. 3. The top chordwise row will
be referred to as the tip location, the middle as mid-span
and the bottom as the hub gauges. Note that none of
the three rows of gauges is at a fixed radial location.
Unfortunately, several of the gauges failed over the
course of the testing, especially on the pressure surface.
Thus, not all measurement locations yielded data at all
test conditions. High frequency response pressure trans-
ducers and thermocouples were installed in the NGVs
and rotor blades to monitor the conditions in the coolant
hole supply plenums. Facility measurements included
inlet total temperature and pressure, outlet total pressure,
wall static pressures, and rotor speed. More details are
available in [16].

4. Computational details

The grid size is non-uniform in all directions so as to
pack more grid points within the hole-exits and near the
boundary layers on the blade, the hub and the shroud.
For computational accuracy, the ratio of two adjacent
grid sizes in any direction was kept within 0.76 to 1.3. A
periodic C-grid with over 2278 000 grid points was used.
The grid used was 225 x 45 x 225 where the first number
represents the number of grid points along the wrap-
around direction for the C-grid, the second in the blade-
to-blade direction, and the third in the span direction.
This grid was arrived at following numerical exper-
imentation with a coarser grid 133 x 41 x 113 that yielded
Nusselt number values at the blade surface about 10%
different from those presented here. Normal to the blade
surface is the dense viscous grid, with y* < 1.0 for the
first point off the blade surface, following Boyle and Giel
[31], and Hall et al. [32]. Normal to the hub and shroud
also is a dense grid, with z* < 2.5 for the first point off
the hub or off the shroud. Also, the tip clearance region
was taken to be 1% of the blade span (static measure-
ment) with 20 grid points within it. The tip clearance
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Fig. 3. Heat flux gauges and cooling hole locations on the projected blade surface with each of the three chordwise rows of gauges on

a separate blade.

region is handled by imposing periodicity conditions
across the airfoil. Figure 4 shows the grid on the rotor
surface with suction surface in the front, and the C-grid
on the hub. Only alternate grid lines are shown in this
figure for the sake of clarity. Also, extension of the C-
grid all the way to the shroud is not shown to avoid
confusion. The location of the rows of holes is indicated
by arrows. Computations were run on the 16-processor
C90 supercomputer at the NASA Ames Research Center.
For the two-equation turbulence model, the code requires
about 182 million words (Mw) of storage and takes about
58 s per iteration (full-multigrid) on the C90 machine.
For a given grid the first isothermal blade case requires
about 1000 iterations to converge, while subsequent cases
(corresponding to different values of the parameters) for
the same grid require about 500 iterations starting with
the solution for the previous case. While the iteration for
solution proceeds through conservation of mass, momen-
tum and energy for each control volume, the heat transfer
coefficient at the blade surface was found to converge
when the overall mass balance between the inlet and exit
of the blade row was within 0.5%.

5. Results and discussion

The present numerical results were obtained by simu-
lating the exact experimental conditions of the MIT
experiment given in Table 1 for the cases compared. The
blowing parameter, B,, and the coolant temperature,
T./T,, at the hole exits were estimated from the static
pressure distribution on an uncooled blade (found by
executing the present code in the uncooled mode), and
the relative total pressure and temperature measured in
the coolant plenums, with coolant Mach number, relative
to the rotor, restricted to unity at the hole-exit, assuming
one-dimensional compressible flow through the hole-
pipe. All holes in the second row (SS2) and most holes
in the first row (SS1), especially those near the hub, on
the suction surface were choked. Three film-cooled cases,
Runs 71, 72 and 73, were selected for comparison, as
detailed in Table 1. While case 71 represents near design-
condition operation, test case 73 represents a lower
pressure ratio and speed, and case 72 has a positive inci-
dence angle. Figure 5 shows the variation of (isentropic)
relative Mach number on the blade surface for the three
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Fig. 5. Relative Mach number on the blade surface for various
cases.

cases. While there is a little difference for cases 71 and
73, the effect of a positive incidence angle for case 72 is
clearly visible on the suction surface. Except at the lead-
ing edge, the sudden changes in M, values occur at the
locations of the film-cooling holes.

Figure 6 compares the predicted Nusselt number on
the blade surface near the hub, mid-span and tip, com-
puted using the k—w, g—® or Baldwin—Lomax model,
with the experimental data for the film-cooled baseline
case 71. The Nusselt number is based on the rotor axial
chord, the relative total temperature at entry to the rotor,
the blade temperature, and the gas thermal conductivity
at the blade temperature. The abscissa is the fractional
wetted pressure and suction surface of the blade. The five
short vertical lines in this figure and in Figs 7 and 8 denote
the location of film cooling rows. The experimental data
are shown with error bars. Presence of negative values of
Nu at some locations simply implies that the direction of
heat transfer is reversed at these locations due to speci-
fication of the isothermal wall boundary condition and
coolant temperature. The comparison is very good at the
leading edge for the B-L model, generally good on the
suction surface for all turbulence models but fairly poor
downstream of PS1 on the pressure surface near the hub
for the B-L and ¢—w models. Only the k—w model pro-
vides a good comparison with the experimental data on
the pressure surface. It is interesting to note that near the
hub section, where the best experimental data coverage
is available, the suction surface heat transfer is very well
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Fig. 6. Comparison of Nusselt number on the blade surface for
case 71 near hub, mid-span and tip based on three turbulence
models (near design-condition operation).

predicted by all the models in terms of the level and the
distribution of surface heat flux. On the pressure surface,
however, both B-L and ¢—w models under-predict the
heat transfer considerably, while the k—» model under-
predicts it only a little. This comparison suggests that, in
the presence of film cooling, all three turbulence models
correctly simulate the driving mechanisms for heat trans-
fer on the suction surface. On the pressure surface,
however, only the k—® model does a fair job.

In Figs 7 and 8, similar comparisons of numerical
prediction of Nusselt number with the experimental data
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Fig. 7. Comparison of Nusselt number on the blade surface for
case 72 near hub, mid-span and tip based on three turbulence
models (positive incidence angle case).

for film-cooled cases 72 and 73 are shown, respectively.
It may be noted that Garg and Abhari [12] found similar
under-prediction on the pressure surface and good com-
parison with experimental data on the suction surface for
an uncooled case while using the B-L. model. A possible
cause for discrepancy in the comparison with the exper-
imental data may be the result of uncertainty in the values
of (a) the blowing parameter and coolant temperature
which were estimated using the one-dimensional com-
pressible flow through the hole-pipe, and (b) the relative
flow angle at inlet to the rotor which was estimated from
a through-flow streamline curvature calculation, in the
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Fig. 8. Comparison of Nusselt number on the blade surface for
case 73 near hub, mid-span and tip based on three turbulence
models (lower speed and pressure ratio).

absence of experimental measurements. Also, the gas
constant and specific heat ratios for the mainstream and
coolant flow are different in the experiment owing to the
use of different gas mixtures but the code assumes the
same gas for both the main and coolant flows. Moreover,
values of the discharge coefficients for the film-cooling
holes were estimated, not measured. The blade surface
was assumed to be isothermal while the experiment had
12-20% blade surface temperature variation. Finally, it
is possible that the turbulent mixing on the low Mach
number pressure surface is under-predicted by both the

B-L and ¢g-® models. It may also be noted that the
turbulence models were not modified to include any
rotation effects. While the results in Figs 6-8 are based
on a uniform coolant velocity and temperature dis-
tribution at the hole exits, specifying a polynomial dis-
tribution, like that in Garg and Gaugler [10], at the exit
of the double-row of holes on the pressure surface, does
not improve the comparison by more than 5% using the
B-L model [12].

Figures 9-11 show Nusselt number contours at
increments of 200 over the entire blade surface for the
cases 71, 72 and 73, respectively, using the three tur-
bulence models. Comparing the results for the three mod-
els for each case, we find that while the Nusselt number
values on the pressure surface are nearly similar using
the B-L and ¢g—w models but much higher using the k—w
model, those on the suction surface have large differences
in the leading edge region, hub and tip regions, and near
the trailing edge. The ¢—w model results in much higher
heat loads than the B-L model in these regions on the
suction surface, while the k—®w model seems to predict
heat loads between those of the B-L and ¢g—® models.
Due to no film cooling over the leading edge portion, this
part of the blade has a high Nusselt number for all
models, being exposed to the hot stream for all the cases.
Downstream of the first and subsequent rows of cooling
holes on both the pressure and suction surfaces, the effect
of film cooling is clearly evident as streaks of lower heat
load and generally lower Nusselt number values. For the
off-design case 72, the blade suction surface upstream of
the second row of holes has higher Nusselt number values
than the other two cases. On the other hand, case 73 has
lower Nu values than all the other cases over almost the
entire blade surface, and is thus the best-cooled case
studied. It may also be observed that the Nusselt number
is fairly high in the thick boundary layers on the suction
surface near both the hub and the tip. From these figures,
we observe that the Nusselt number is a strong function
of the streamwise as well as the spanwise location,
especially in the vicinity of film-cooling holes.

6. Conclusions

A comparison of blade surface heat transfer between
a fully three-dimensional Navier—Stokes code with Wil-
cox’s k—w, Coakley’s g—® and Baldwin—Lomax tur-
bulence models and the experimental data obtained on a
transonic rotating rotor blade with film cooling is
presented. All models provide a reasonably good pre-
diction of the heat transfer on the suction surface of the
film-cooled rotor blade when compared to the exper-
imental data. At the leading edge, the Baldwin—-Lomax
model yields a much better comparison with the exper-
imental value of Nusselt number than the k&~ or ¢—w
model. On the pressure surface, while k—® provides a
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Case 71
B-L model

Fig. 9. Nusselt number contours on the ACE rotor for case 71 using three turbulence models (near design-condition operation).
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Case 72
B-L model

Case 72
q-m model

Fig. 10. Nusselt number contours on the ACE rotor for case 72 using three turbulence models (positive incidence angle case).
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Case 73
B-L model

k- model

Fig. 11. Nusselt number contours on the ACE rotor for case 73 using three turbulence models (lower speed and pressure ratio).

much better comparison, both ¢—® and B-L models
under-predict the surface heat transfer considerably. The
k—w model does seem to provide the best overall com-
parison with the experimental data. However, a definite
conclusion in this regard may await more experimental
data on a film-cooled rotating blade. An overhead of
some 40-50% in computational time and core require-
ment may also be noted while using a two-equation model
rather than the B-L model.
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